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CS224n : Assignment2 , written part

from Cris Lee work

W IRIFEATE, #HiTT—E&IE, KNFIXHERE, EDFTRIEESE, BiFEKR
HEZE

qusetion website A2{ENI5EEE

Variables notation

Attention: All the variables’ dimensions here are consistent with the code part in

Assignment 2 for easy understanding.
U, matrix of shape (vocab_size,embedding_dim) ,all the ‘outside’ vectors .
V, matrix of shape (vocab_size,embedding_dim) ,all the ‘center’ vectors .

y, vector of shape (vocab_size,1), the true empirical distribution y is a one-hot vector

with a 1 for the true outside word o, and O everywhere else .

Y, vector of shape (vocab_size,1), the predicted distribution 4 is the probability
distribution$ P(O|C = ¢)$ given by our model .

question a

(a) (3 points) Show that the naive-softmax loss given in Equation (2) is the same as
the cross-entropy loss

between y and 3}; i.e., show that

£8%Ey and <&, UEBB T J5F2(2)9LE HEYnaive-softmax lossZF-cross-entropy
loss(32 SURHRIERED)

Given outside word o and context word c.

The distribution of y is as follows:
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https://github.com/lrs1353281004/CS224n_winter2019_notes_and_assignments
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B 1 w=o
Yu 0 w!=o

\%
— > yulog(y) = —yolog(yo) = —log(y.)
w=1

Here, V represents the vocab_size.

question b

Compute the partial derivative of Jpgive—softmaz (Ve, 0, U) with respect to v, .
Please write your

answer in terms of y and ¢ and U.
-L-I—%Jnaivefsoftmax (U07 o, U) XT.J-:.F/UC E"J{Jﬁ_‘;ﬂﬁﬁiﬁl H%E%%FHY and ?3 *DU;E/__]_TO
8Jnaive—softmomr: ('007 0, U)

ov,
_ 0Olog(P(O = 0|C = ¢))

dlog(exp(ulv.)) 8log(ZZ:1 exp(ulv.))
_|_
8'00 avc

ewp(ug'vc)

w=1 Zgﬂ ezp(uy,v.)
1%
= —u, + ZP(O = w|C = c)uy,
w=1

=U"(§-v)

= —Uu, + w

question c

Compute the partial derivatives of Jygipe—softmaz (Ve, 0, U) with respect to each
of the ‘outside’

word vectors, u,,’s. There will be two cases: when w = o, the true ‘outside’ word
vector, and w # o, for

all other words. Please write you answer in terms of y, ¢ and v,. .

-Ij_%'—t]naive—softmam (v07 o, U) Xj-:.]:uw E(J'fﬁ?}%ﬁéj\, Eai}ﬁé:é:%ﬁﬁy, lg *u Ve %E/_J_To J\ZE
B2MfER, ZHw = ofitflw # o,
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8Jnaivefsoftmaan (vca 0, U)
ou,,
Olog(exp(ulv.)) N Olog(zzzl exp(ulv,))
ou,, ou,,

whenw = o,

8Jnaive—softmaw (vca o, U)
ou,,
1 0" eap(ulv,)
v exp(ulv,.) Ou,

w=1
1 Oexp(ulv,)

Yu1 exp(ulv,)  Ouo
— ot exp(ulv,)

Zgzl ewp(ugvc)
= (P(O=0|C=c¢c)—1))v,

= —’UC+

:—’vc—|—

when w != o,

8Jnaivefsofifmaar: (vca 0, U)
Ouy,
exp(ulv,)

TV eap(ulv.)
= P(O = w|C = ¢)v,

C

In summary,

at]naive—softmam (vca 0, U)
U
= -y

)T'vc

question d

The sigmoid function is given by Equation 4:
$

1 e’

l1+e? et +1

$

Please compute the derivative of o(x) with respect to x, where x is a vector.
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AIALEHT sigmoidBBEy:, BITEo x (ISEL, Hp x 2— P EE,

e.’l}

do(z) Oz  e"(e"+1)—e%e”
ox O B (er +1)2
N o(z)(1—o(z))

question e

Now we shall consider the Negative Sampling loss, which is an alternative to the
Naive

Softmax loss. Assume that K negative samples (words) are drawn from the
vocabulary. For simplicity

of notation we shall refer to them as wy, w», ..., Wi and their outside vectors as
Ui, ..., U . Note that o & wy, ..., wk. For a center word ¢ and an outside word o,
the negative sampling loss function is given by:

MIEF( 1K= ENegative Sampling (ABERAEE) IREREL, B2 Naive Softmax loss
—MERTEE, RIR kK AEARGE)ENRICERPHEN. A7 ERENKIEE
1R Aw, we, ..., wg, Efilioutside vectorsAuy, ..., ug, iEEo ¢

W1,y ooy Wi SFTFHUCNE ¢ FOFMERIE] 0, CAFHREHRRERENRELNT:

K
Jnegfsample ('vca o, U) — —lOg(O’(UZ’UC)) o Z log(a(—ufvc))
k=1
for a sample wy, wa, ..., Wx , where o(:) is the sigmoid function.

Please repeat parts (b) and (c) , computing the partial derivatives of

Jneg, sample With respect to v, , with respect to u, , and with respect to a negative
sample ug. Please write your answers in terms of the vectorsuo,vc,anduk,
where k € [1,K]. After you've done this, describe with one sentence why this loss
function is much more efficient to compute than the naive-softmax loss. Note, you
should be able to use your solution to part (d) to help compute the necessary

gradients here.

IBEEED (b) M () , HWBXTv., KT uo, KRTFEERULHT Jneg—sample
RSEL. BREAE v, v, 1 Suk BHIFIIER, HP k€1, k], ERE5T
X2, A—EIEERIH AR MRISEEIEENaive Softmax lossitEEARIER.
IR, 1SNIZBEB AR ()R AR RN RIX B ERIRE.,
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6Jnegfsample (vca 0, U)

ov,
_ 9(-log(o(ufv.)) — Yoy, log(o(—ufw.)))
a Ov.
_ o(ulvo)(1 — o(ulv.)) dulv. i Blog(o(~ufv.))
o(ulv,) ov, P ov,
K
= —(1—o(ulve))u, + > (1 - o(—ufv.))w
k=1
8Jneg—sample ('Uca o, U)
, ou,
_ O(=log(o(uve)) T
= D, =—(1-o(u,v.))v.
aJ?“Leg—saﬂ"qole (Uw o, U)
T Buk
_ O(=log(o(—ugpve) T
— s =(1-o(—ujv.))v,

describe why this loss function is much more efficient :

XMRREHENVRIZSDREMO, 1=53%, SXREHEERNVIRNEIZ'K, NVAEE
BT/ NEIKNEEETR, (ps FEHEALURFHARZAEER)

This loss function changes from V multi-classifiers to {0,1} binary classifiers, and the

probability need to output decreases from V to 2*K.

qustion f

Suppose the center word is ¢ = w t and the context window is [w t-m, .., wt-1,w
t,wt+l,..,wt+m ], where mis the context window size. Recall that for the skip-

gram version of word2vec, the total loss for the context window is:
Write down three partial derivatives:

BighER cwt, FFYXEAOZ[wtm, ..., wt-1, wt, wt+1, ..., wt+m
1, HEbm 2ETXEAOXN, EE—T, XF word2vec BIBLSHERIBIRA, L
TYEONSIRER:

ST=MrSE
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when w=c,
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8Jsl'ﬁip—gram ('vw Wi—my +evy Wttm U)

ou
— Z 8-](’00, Wi+ 4, U)
oU

—m<=j<=m,j!=0

8Jskip—gram (’Uca Wt—my eeey Wtm, U)

ov,
o Z 8J(’Uc, Wt4-5 U)
ov,

—m<=j<=m,j!=0

8Jskipfgram ('Uc, Wit—my ++vy Witm, U)

vy,
=0
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